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Abstract—The Internet of Things (IoT) connects a wide range
of entities and can be applied to various types of environments. In
addition, IoT environments can be dynamically changed at run-
time; thus, IoT systems can be deployed in various environments.
To support stable operation, IoT systems must adapt to dynamic
environmental changes. The self-adaptive software aims to adjust
various artifacts or attributes of software to adapt the detected
context by itself, and various studies have applied self-adaptive
methods in IoT-related research. In this study, we proposed a
self-adaptive software framework with master–slave architecture-
based finite-state machine modeling. In addition, model checking
is applied, which is a formal method to verify IoT systems at
runtime, and a cache-based mechanism is applied to reduce
the computational time required for verification. To demonstrate
the efficiency of the proposed framework, an empirical evalua-
tion was performed with several model-checking tools (RINGA,
NuSMV, nuXmv, and CadenceSMV), and the results showed
the efficiency of the proposed framework with the cache-based
mechanism. In addition, an example application was investigated
with smart greenhouse scenarios, and the application was imple-
mented on Android and Arduino. The application was operated
in physical environments, and the results showed the practical
usability of the proposed framework with verification at runtime.

Index Terms—Finite-state machine, Internet of Things (IoT),
model checking, self-adaptive software.

I. INTRODUCTION

THE Internet of Things (IoT) interconnects various enti-
ties called “things” having a distinct existence includ-

ing physical or nonphysical (e.g., sensor, actuator, digital
user, and human user) [1], [2]. Therefore, IoT systems can
support the collection of data from sensor-related entities,
change physical-related actions by actuator-related entities,
and generate meaningful information by analyzing the col-
lected data from the entities. With these characteristics, various
IoT-related studies have focused on various domains (e.g.,
drones [3], [4], smart buildings [5], [6], video surveillance [7],
and health care applications [8]). In addition, IoT systems
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Fig. 1. Example of a dynamic IoT environment.

can be dynamically changed for various reasons, such as
changing user requirements, joining new IoT devices, losing
IoT devices, or occurring environmental changes. Therefore,
IoT systems in dynamic environments must support stable
execution at runtime to adapt to various changes.

The self-adaptive software aims to adapt detected contexts
that denote all aspects in an environment that affect soft-
ware operation by adjusting various artifacts or attributes
of the software. Thus, one of the important goals of the
self-adaptive software is to support stable execution of the
software under dynamic changes, including environmental and
software changes. In this context, various studies on self-
adaptation can be applied to IoT systems to support stable
execution with the minimized human involvement. Recently,
the self-adaptive software has been applied to IoT systems
from various viewpoints and IoT domains [3], [5]–[23].

Several IoT systems can be dynamically changed for various
reasons, such as changing user requirements, joining new IoT
devices, losing IoT devices, or environmental changes. The
motivation of this study is to apply self-adaptive concepts to
IoT systems with dynamically changing environments to sup-
port stable execution at runtime. In addition, we focused on
IoT environments in which IoT devices and requirements are
closely related; thus, the operations of the actuators can affect
sensed values and requirement satisfaction. Fig. 1 shows an
IoT-based smart home example that we focused on.

In the example, there are three requirements (i.e., light
intensity, temperature, and humidity) with sensors and four
IoT devices (i.e., light controller, windows controller, air con-
ditioner, and humidifier). It is assumed that several sensors
monitor the environmental factors related to requirements.
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The dotted line denotes the relationships between the require-
ments and the IoT devices. As depicted in the figure, each
requirement is related to several devices, and this denotes
that an operation can affect multiple requirements (e.g., the
temperature requirement can be changed by the operation of
two devices). Although this is a simple example, it involves
various dynamic factors: 1) IoT devices can be connected
or disconnected; 2) the requirements satisfaction criteria can
be changed; 3) the operations of IoT devices affect related
requirements (e.g., turning on the air conditioner to reduce
temperature can affect humidity); and 4) external environ-
mental factors affect requirements (e.g., the requirements
can be affected by outside conditions). In addition, a smart
home requires self-adaptation to satisfy the requirements of
dynamic changes. In addition to this example, there are sev-
eral IoT devices that operate in dynamic environments. In
addition, recent studies have applied self-adaptation in var-
ious IoT domains (e.g., emergency handling systems [21],
video surveillance [7], smart building [6], automated parking
lots [17], health IoT [8], and greenhouses [22]).

In this study, we proposed a self-adaptive framework to sup-
port dynamic adaptation in IoT environments. The proposed
approach is based on the initial study (i.e., RINGA [9]), which
is a self-adaptive software framework with model checking
for verification at runtime. The initial study includes finite-
state machine modeling for self-adaptive software, and it is
expended for modeling IoT environments [12]. However, there
are some limitations in previous research: 1) increasing com-
puting power is required when the model size is large and
complicated and 2) the modeling can be performed in a host
device; thus, the relationship among IoT entities is predefined.

To accomplish the motivation and overcome the limitations,
we proposed a framework based on the concept of a self-
adaptive system; the main system features and contributions
of our work are summarized as follows.

1) An enhanced finite-state machine was proposed to
describe IoT systems with a master/slave architecture to
enhance the configuration between various IoT artifacts.

2) A self-adaptive process was proposed using the proposed
finite-state machine. In the adaptation process, the finite-
state machine was used for verification at runtime using
the cache-based abstraction method [24], and the game-
theory-based algorithm [11] was applied to determine
adaptation strategies. The applied methods are in good
agreement with the proposed finite-state machine in the
self-adaptive process.

3) A comparison with our earlier work (i.e., RINGA [10])
and model checkers (i.e., CadenceSMV [25],
NuSMV [26], [27], and nuXmv [28], [29]) were
performed. Reasonable results were obtained, indicating
that the proposed approach can be applied at runtime
in complex IoT environments.

4) An IoT-based greenhouse application was implemented
in the real physical world to demonstrate the usability
and effectiveness of the proposed framework.

The remainder of this article is organized as follows.
Section II provides the background and related work.
Section III introduces the proposed self-adaptive framework

for the IoT environment. Section IV presents the results of
empirical experiments compared with other model-checking
tools. Section V presents the results of experiments with an
IoT-based smart greenhouse application. Section VI discusses
the limitations and future work, and Section VII concludes the
study.

II. BACKGROUND AND RELATED WORK

In this section, the background and related work are
described. Model checking is introduced in Section II-A.
Section II-B briefly describes the definition of the self-adaptive
software. Section II-C describes the self-adaptive software
with the abstraction-based model-checking method, which
is the initial research aim of this study. In Section II-D,
self-adaptive software-based IoT studies are introduced.

A. Model Checking

Model checking is a verification technique that uses a tran-
sition system and temporal logic [30]. The transition system
is used to model target systems, and temporal logic is used
to describe specifications (i.e., detailed requirements of the
designed model). The transition system consists of states and
transitions between states. The status denotes the specific
status of the designed system, and transitions describe the
directed transition between states. The transition system used
in model checking can be described as follows [30].

1) S is the set of states.
2) Act is the set of actions.
3) →⊆ S × Act × S is the transition relation.
4) I ⊆ S is the set of initial states.
5) AP is the set of atomic propositions.
6) L : S → 2AP is a power of the label function.
In addition, the transition system can be used in various

forms, such as finite-state machine [9]–[12], [24], discrete-time
Markov chain [31]–[34], timed automata [35], and proba-
bilistic models [36], [37]. As described, temporal logics are
described specifications in model checking, and linear time
logic (LTL) and computation tree logic (CTL) are generally
used to describe specifications [38]. CTL is a branching-time
logic; thus, CTL describes specifications in which the future
is not determined.

In addition, LTL and CTL have been improved by several
studies to describe more expressions [39]–[49]. In this study,
we applied model checking to verify IoT systems, and the
model abstraction approach was used to enhance the verifica-
tion performance at runtime. The details are presented in the
next section.

B. Self-Adaptive Software

The self-adaptive software aims to adjust various artifacts
or attributes of software to adapt the detected context by
itself [50]. The context denotes everything in environments
that can affect the software. In addition, for the self-adaptive
software, detecting the context and adapting operations are
continuously required; thus, a cycle is needed to deal with
self-adaptation [50]. The cycle is called the adaptation loop,
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and the loop consists of four processes. The processes are
described as follows.

1) The monitoring process is responsible for collecting data
from the software itself and the operating environment.

2) The analysis (detection) process is responsible for ana-
lyzing the symptoms using data from the monitoring
process.

3) The planning (deciding) process is responsible for decid-
ing how to change artifacts or attributes to achieve
better performance (i.e., it is responsible for detecting
adaptation strategies if adaptation is required).

4) The executing (acting) process is responsible for apply-
ing the change (i.e., adaptive strategy).

The loop that consists of four processes is called the MAPE
loop. In addition, the loop can share knowledge to share
data among the processes; this loop is called the MAPE-K
loop [51]. However, the concept of the self-adaptive software
has been applied to various IoT studies [3], [5]–[8], [13]–[21],
[52]–[56]. The details of the application of the self-adaptive
IoT are described in Section II-D. In addition, the proposed
framework consists of the MAPE-K loop for IoT systems, and
the details are described in Section III.

C. Self-Adaptive Software With Model Checking

The proposed framework is based on the self-adaptive soft-
ware and a model abstraction-based verification method. The
initial studies are introduced in this section. First, the self-
adaptive software framework with model checking is intro-
duced in Section II-C1. The cache-based model abstraction is
presented in Section II-C2. In Section II-C3, a self-adaptive
software framework for IoT is introduced. The limitations of
the initial studies and the purpose of the proposed framework
are described in each section.

1) Self-Adaptive Software Framework With Model
Abstraction: In this section, a model abstraction-based self-
adaptive software framework is introduced and the framework
is called RINGA [10]. RINGA was proposed to design the
self-adaptive software with model checking. To apply model
checking, RINGA provided rules to design a finite-state
machine and a finite-state machine called self-adaptive FSM
(i.e., SA-FSM). SA-FSM reflected the characteristics of the
self-adaptive software, and the finite-state machine was used
to design a self-adaptive system.

RINGA applies model checking to verify the system at run-
time, but model checking has a chronic problem called state
explosion, in which, the number of state spaces exponentially
increases with verification time; thus, the problem interrupts
verification using model checking at runtime [30]. To solve
this problem, various techniques have been developed [38],
and a model abstraction method was proposed in RINGA.
However, RINGA has limitations, the first of which is related
to the design of a finite-state machine. SA-FSM provided rules
to design a finite-state machine to describe the self-adaptive
software, but the design process requires assumptions on how
to adapt to environmental changes. Therefore, if an unexpected
environmental condition occurs, the finite-state machine must
be redesigned.

2) Cache-Based Model Abstraction: A method to enhance
the finite-state machine abstraction is introduced in this sec-
tion. RINGA has limitations in terms of the abstraction
performance of finite-state machines. The limitation is closely
related to computing power; thus, applying RINGA to IoT
devices with low computing power is challenging. To over-
come this limitation, cache-based model abstraction has been
proposed [24]. The cache-based method significantly reduced
not only the abstraction time but also the verification time.
Additionally, the cache-based method required less comput-
ing power than RINGA; thus, the method was applied in this
study to verify IoT systems at runtime.

3) Self-Adaptive Software Framework With Model
Abstraction for IoT: To apply self-adaptive software concepts
to IoT systems, a RINGA-based self-adaptive framework
was proposed [12], and the framework is called RINGA-IoT
for convenience in this study. A finite-state machine was
proposed in RINGA-IoT, and the finite-state machine was
based on SA-FSM. The finite-state machine was simplified by
the abstraction method in RINGA, and the abstracted model
was used to verify the designed IoT system. Additionally,
RINGA-IoT applied Nash equilibrium-based strategy extrac-
tion methods [11] to extract adaptive solutions. RINGA-IoT
provides rules to construct a finite-state machine to design
an IoT system with self-adaptive software concepts, but it
has some limitations. The finite-state machine in RINGA-IoT
has limitations in describing complex relations. In addition,
RINGA-IoT abstracts the finite-state machine using the
abstraction method in RINGA; thus, it has the same limitation
that occurs in RINGA (i.e., computing power is required
to abstract complex models). Several IoT devices may have
limited computing power; thus, reducing computing power is
required.

D. Self-Adaptive Software in IoT

In this section, recent studies that focus on self-adaptation
for IoT-based systems and various research topics (e.g., archi-
tecture, algorithm, system, or framework) are introduced.
Various IoT studies focusing on software-based approaches for
self-adaptive systems have been conducted. Andrade et al. [5]
proposed a self-adaptive IoT infrastructure to support var-
ious facets, and they focused on 1) contextual discovery
of smart objects; 2) context awareness and managers; and
3) the self-adaptation process. The infrastructure consists of
existing solutions (i.e., CoAP-CTX [57], LoCCAM [58], and
SUUCCEEd [59]). The framework follows the MAPE-K loop
(i.e., control, verification, and execution). In the infrastruc-
ture, LoCCAM is used to discover IoT objects and to manage
context. Finally, SUCCEEd is used to control adaptation in
IoT systems by considering the context. As proof of concept,
the infrastructure applies smart buildings with embedded sen-
sors and actuators for efficient use of resources, detection of
emergencies, and optimization of processes. A comprehensive
architecture was proposed by Serhani et al. [8] and an archi-
tecture to integrate IoT workflow specification, orchestration,
monitoring, prediction, and adaptation was developed. The
IoT workflow denotes processes to handle IoT data, including
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the collection, analysis, and automated decision processes.
Therefore, the architecture focuses on workflow interoperabil-
ity, Quality-of-Service (QoS) requirements, workflow orches-
tration, and execution with IoT data in the cloud infrastructure.
Various tools, programming languages, and application pro-
gramming interfaces (APIs) have been introduced that may be
used in cloud-based IoT environments. In addition, a health
IoT example was applied to demonstrate how the architec-
ture operated with workflows. In this example, adaptation
algorithms are introduced to show how workflows are auto-
mated and optimized in the proposed architecture. However,
the architecture mainly focuses on describing the orchestration
of workflow; thus, general algorithms or methods for self-
adaptation are insufficient. Muccini et al. [21] presented an
IoT distribution pattern with self-adaptation, and the patterns
and self-adaptation were combined with respect to their spe-
cific characteristics. In addition, an IoT modeling framework
for an emergency handling system based on the MAPE loop is
proposed, and the framework is simulated with an IoT-based
forest monitoring system. Ariza et al. [52] proposed an adap-
tive IoT architecture for managing dynamic adaptation. The
architecture focuses on two challenges: 1) resiliency to tran-
sient IoT devices and 2) the inclusion of new IoT devices. To
solve these challenges, ontology is applied to represent domain
knowledge (i.e., definitions of services and devices). In addi-
tion, matching and update algorithms have been proposed to
support device management. The architecture is applied in a
sustainable urban drainage system case study that monitors
the reduction of water in nature to prevent negative impacts
in urban areas. A goal-driven architecture and a MAPE-K
loop-based process to deploy IoT nodes in Edge-Cloud envi-
ronments have been proposed [6]. In the architecture, the
goals are described as ontology, and the self-adaptive pro-
cess supports deployments of the IoT system to achieve user
goals (i.e., requirements from users). The goal-driven archi-
tecture was simulated in a smart home and smart building
scenarios. An IoT network architecture was proposed using
an adaptive control loop and blockchain [13]. The architec-
ture focuses on the block flow between IoT devices and the
blockchain. A self-adaptive control algorithm was proposed
to improve the efficiency, and the loop consisted of mon-
itoring and control processes. Shin et al. [14] developed a
dynamic adaptive software-defined network (SDN) configura-
tion approach for IoT environments, and the approach was
named DICES. The DICES consists of a feedback loop (i.e.,
monitor, analyze, compute, and apply). In addition, a search
algorithm was proposed to minimize network link utilization,
reconfiguration cost, and transmission. DICES was simulated
in an IoT-enabled national emergency management system,
and the results showed an efficiency of adaptation to resolve
congestion.

In addition, hardware-based approaches also exist for IoT
technologies. Burger et al. [3] proposed an IoT framework to
support the development and deployment of distributed IoT
environments with adaptive hardware for continuous change,
and the framework was called the elastic IoT platform. The
elastic IoT platform focused on IoT hardware-based adap-
tation, and the embedded hardware was modeled using a

previous study (i.e., elastic node [53]). Based on the elas-
tic node, various factors (e.g., interaction scheme, computing
power, or data) were provided as a service, and the platform
provided flexibility and convenience to the hardware layer in
the edge and cloud using the provided factors. In addition,
a self-aware drone system was applied to show an efficient
elastic IoT platform. An access control middleware [20] was
presented for IoT, and the middleware was capable of adapting
changes. The proposed middleware has a dynamic adaptation
process of access control rules to satisfy the requirements
of the IoT environment. A hardware and software architec-
ture for designing dynamic reconfigurable IoT environments
was presented [15]. The architecture aims to remotely con-
trollable IoT nodes that are connected to sensor processing in
runtime with adaptation. The architecture presents the node
architecture, and the nodes are dynamically reconfigured in
an adaptive runtime manager (ADAM). The ADAM provides
an adaptive runtime management policy. With this policy,
ADAM performs the configuration of hardware and software
using messages from the designed nodes. The architecture
was tested using an electrocardiogram (ECG) monitoring
case.

Recently, various studies have applied machine learning for
self-adaptation in the IoT. Nawaratne et al. [7] proposed self-
evolving algorithms for data interoperability in IoT environ-
ments. They investigated the need for interoperable algorithms
to support IoT environments, and the investigation used real
data from the Metropolitan Fire Brigade (MFB) in Victoria,
Australia. The algorithms focused on three requirements for
IoT environments (i.e., unsupervised self-learning capability,
self-generating to the environment, and incremental learn-
ing). To accomplish the self-evolving algorithms, unsupervised
machine learning algorithms have been applied: growing self-
organizing map (GSOM) [54] and incremental knowledge
acquiring self-learning (IKASL) [55]. In addition, the self-
evolving algorithms were evaluated with a video surveillance
environment. Van Der Donckt et al. [16] presented a deep-
learning-based approach for adaptation space reduction, and
the approach was named DLASeR. DLASeR focused on the
analysis process in the MAPE-K loop; thus, it focused on ana-
lyzing possible adaptation options and ranking the options.
The DLASeR consists of two steps. The first step is to reduce
the adaptation spaces to generate a threshold using a deep
neural network (DNN), and the second step is to generate a
rank to find the optimization goal using a regression DNN.
DLASeR applies a self-adaptive exemplar that provides IoT
network-related examples and is named DeltaIoT [56]. A
MAPE-K loop-based self-adaptive architecture with the coop-
eration of machine learning and model checking has been
proposed [17], [18]. To accomplish self-adaptation, reinforce-
ment learning is applied to select adaptation patterns, and
probabilistic model checking is used to verify the feasibil-
ity of the adaptation with respect to QoS requirements. In
addition, the adaptation results are provided for reinforce-
ment learning to improve future adaptations. The architecture
was evaluated in scientific exhibition events, and its efficiency
was demonstrated. Pauna et al. [19] presented a self-adaptive
honeypot system to detect and prevent malicious attempts in
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TABLE I
COMPARISON OF PREVIOUS SELF-ADAPTIVE RESEARCH

IoT environments. The honeypot system applied reinforce-
ment learning, which is deep Q-learning, to generate long-term
rewards for baiting attackers.

Each of these studies includes distinct characteristics with
various approaches in different target IoT environments.
Therefore, it is difficult to perform quantitative analysis; thus,
we provide Table I for summarization and comparison to
show the characteristics of the self-adaptive research for IoT.
In this study, we focused on modeling IoT systems with a
master/slave architecture based on RINGA [10]. In addition,

cache-based model checking [24] is applied to enhance run-
time verification performance. The details of the proposed
approach are described in Section III.

III. SELF-ADAPTIVE FRAMEWORK WITH MASTER–SLAVE

ARCHITECTURE FOR IOT

The initial research called RINGA [9], [10] provides a self-
adaptive framework and is applied in IoT environments [12].
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Fig. 2. Overview of the proposed framework with master–slave architecture.

However, previous research required a large amount of com-
puting power, and thus, a cache-based model-checking method
was employed to reduce the computing power for not only
model abstraction but also runtime verification [24]. In addi-
tion, the previous IoT study [12] generates models that
only reflect host-side views, and it has the same limitation
as RINGA. To solve the limitations of previous research,
we proposed a self-adaptive framework with a master–slave
model [60] and a cache-based mechanism [24].

A. Overview

The proposed self-adaptive framework consists of two lay-
ers with shared knowledge. The layers consist of 1) a master
layer and 2) a slave layer. Fig. 2 shows an overview of the
proposed framework. First, shared knowledge (i.e., the right
side of Fig. 2) saves and manages various factors that are used
in the entire process of the framework. The details of the data
that exist in the shared knowledge are described below with a
description of the master and slave layers.

The user manages the overall IoT system and checks the
system status using information from the shared knowledge.
In addition, the user can provide additional information that
cannot be extracted or deduced using the information from IoT
devices. For example, if there is a sensor to detect environ-
ments (i.e., light intensity), but the requirements are not set,
the user can set satisfiable ranges (i.e., 120–140 lux).

The slave layer consists of sensors and actuators. The sensor
is an IoT device that measures one or more physical enti-
ties and outputs digital data that can be transmitted over a
network [2]. The actuator is an IoT device that changes one
or more properties of physical entities based on input val-
ues [2]. Both devices can only perform simple operations and
do not operate alone; therefore, they require commends from
the master layer to be operated harmoniously in an IoT system.

The master layer is responsible for modeling and managing;
thus, the master executes the overall modeling and adaptation
algorithms. Therefore, a device that performs operations in
the master layer is a host device. The modeling phase consists

of three parts: 1) collecting; 2) modeling; and 3) abstracting.
The collecting process collects slave devices (i.e., sensors and
actuators) and deduces the potential requirements from the
collected sensors. The requirements are assumed to be deter-
mined by the existence of sensor devices because checking
the status of the requirements requires more than one sen-
sor. For example, if there is a light and humidity sensor, the
potential requirement may be the humidity and light density
of a physical area. However, user intervention is required to
confirm the suitability of potential requirements. In addition,
the collection process recognizes various relationships among
the sensors, actuators, and requirements. Based on these rela-
tionships, a finite-state machine is generated to design the
IoT system in the modeling process based on these relation-
ships. The details of the finite-state machine are described
in Section III-B. In the abstracting process, the finite-state
machine describing the IoT system is abstracted as a sim-
plified finite-state machine using cache-based abstracting [24]
(see Section II-C2), and the simplified model is used to verify
the IoT system at runtime. The reason for the abstraction is to
prevent state explosion problems and enhance the verification
performance at runtime. The data generated in the modeling
phase are saved and managed in a shared database (i.e., the
right side of Fig. 2), such as finite-state machines describ-
ing the IoT system, abstracted finite-state machines, sensors,
actuators, requirements, and relationships.

The managing phase is responsible for supervising the
IoT system at runtime. The managing phase consists of the
MAPE loop, which is a prominent feedback loop used in
the adaptation process in the self-adaptive software and auto-
nomic computing [50]. The loop consists of four processes:
1) monitoring; 2) analysis; 3) planning; and 4) execution. The
monitoring process is responsible for reading and updating
the internal and external environments. Therefore, the pro-
cess detects a change in the system’s status and collects data
from the slave devices. The monitored data are updated in the
shared database and are used in other processes. The analysis
process is responsible for verifying the status of requirements
(i.e., each requirement is satisfied or unsatisfied) and to check
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Fig. 3. Finite-state machine to design sensor device.

possible adaptive strategies in a short time. Verification is
performed with the abstracted finite-state machine that is gen-
erated in the modeling phase and cache mechanism [24]. In
addition, shared data are used in this process, and the analyzed
results are updated. The main purpose of the planning pro-
cess is to find the optimal solution for adaptation. Therefore,
if there are unsatisfied requirements, the process evaluates
each possible adaptive strategy and selects the optimal solution
using the strategy score method [11]. In addition, the optimal
solution is saved in the shared data and is used in the execut-
ing process. The executing process is responsible for executing
the actuators, and the executions are determined as the optimal
solution. After the execution process, the loop continues, and
the monitoring process is executed.

B. Finite-State Machine Design in Modeling Phase

In this section, the details of the finite-state machine for
designing the master and slave layers are described. Finite-
state machine modeling is conducted in the modeling phase;
thus, this section describes the details of the modeling phase.

1) Finite-State Machine Model for the Slave Layer:
The slave layer is responsible for the physical operation
in IoT environments and systems. In international standards
(i.e., ISO/IEC 20924:2018 Information technology—IoT—
Vocabulary [2]), the term “IoT device” is defined as an entity
of an IoT system that interacts and communicates with the
physical world through sensing or actuating. Therefore, the
slave layer is related to the IoT device design, and IoT devices
consist of sensors and actuators [2]. As denoted by the stan-
dard, both devices can connect a network by themselves in
this study.

The sensor device can measure the properties of one or more
physical entities and generate outputs as digital data, and the
result can be transmitted via a network [2]. Therefore, the
input data of the sensor device are requests for sensing data,
and the output is the sensor data if it is correctly operated. We
proposed a general finite-state machine to design the sensor
and named it SN-FSM. Fig. 3 shows SN-FSM, which can be
expressed as a tuple (S,→, Sinitial, AP, L), where

1) S is a set of states;
2) Sinitial is an initial state;

Fig. 4. Finite-state machine to design actuator.

3) the states are classified into five types {Sinitial, Sread,
Scheck, Ssuccess, Sfail} ⊆ S;

4) Ssuccess and Sfail are end states;
5) →⊆ S × S is the transition relation, and it is classi-

fied into five types {Sinitial ×Sread, Sread ×Ssuccess, Sread ×
Scheck, Scheck × Sread, Scheck × Sfail};

6) AP is a set of atomic propositions;
7) L : S → 2AP is a labeling function (2AP denotes the

power set of AP).
As indicated by the SN-FSM tuple definition, the finite-state

machine compromises five states and five transitions. The state
set and transitions include the following:

1) Initial state (Sinitial) is an initial state.
2) The reading sensor (Sraed) reads the sensor properties. If

the property is successfully read, the output is sent to the
master layer (Sread × Ssuccess). However, if the reading
sensor fails, it is transmitted to the checking attempt
state (Sread × Scheck).

3) Checking attempt state Scheck checks the attempts of the
sensing property, and if the maximum attempts are not
exceeded, it reaches the reading sensor again (Scheck ×
Sread). In addition, if the attempt is exceeded, it reaches
the fail state (Scheck × Sfail).

4) Success Ssuccess and fail Sfail states are the end states.
The success state sends property values, and the failure
state sends the failure report.

As depicted in Fig. 2, the results are saved in the shared
database and used in various processes in the managing phase.
Note that the SN-FSM is designed for general purposes to
describe sensor devices as a finite-state machine; thus, it can
be expanded by the different purposes of the sensor.

The actuator is an IoT device that changes one or more prop-
erties of the physical entity as a response to a valid input [2].
Therefore, an IoT system sends an operation as input to an
actuator, and the actuator sends the results as output to the
IoT system. A finite-state machine was proposed to design
the actuator and was named ACT-FSM. Fig. 4 shows the
ACT-FSM, which can be expressed as a tuple (S, →, Sinitial,
AP, L), where

1) S is a set of states;
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2) Sinitial is an initial state;
3) the states are classified into nine types {Sinitial, SchkReq,

Sinc, Sstable, Sdec, SchkAct, SchkAtmp, Ssuccess, Sfail} ⊆ S;
4) Ssuccess and Sfail are end states;
5) →⊆ S × S is the transition relation, and it is classified

into five types {Sinitial × SchkReq, ScheReq × {Sinc, Sstable,
Sdec}, {Sinc, Sstable, Sdec} × SchkAct, SchkAct × {SchkAtmp,
Ssuccess}, SchkAtmp × {SchkReq, Sfail}};

6) AP is a set of atomic propositions;
7) L : S → 2AP is a labeling function (2AP denotes the

power set of AP).
Based on the ACT-FSM definition, the finite-state machine

comprises 9 states and 11 transitions. The details of the states
and transitions are described as follows.

1) Initial state (Sinitial) is an initial state and receives the
input value.

2) The checking request state (SchkReq) verifies the input
value, and the status is transited to the activation-related
states by the input value (ScheReq × {Sinc, Sstable,
Sdec}).

3) The activation-related states (Sinc, Sstable, Sdec) are
related to the physical operation of an actuator; thus,
the operations are executed in these states. After the
operation status is reached to check the operation ({Sinc,
Sstable, Sdec} × SchkAct). The purpose of the proposed
finite-state machine is to provide a general design for
the actuators. Therefore, the activations are only clas-
sified into three types of operations, but they can be
expanded by the characteristics of an actuator.

4) The checking activation status (SchkAct) verifies that the
operations are executed correctly. The operation is exe-
cuted without error, and the status reaches success status
(SchkAct × Ssuccess). However, if the operation is executed
with error, the status is translated to check the attempt
status (SchkAct × SchkAtmp).

5) The checking attempts status counts the attempt of oper-
ations, and if the attempt exceeds a threshold, the status
is translated to a failed state (SchkAtmp × Sfail). If the
attempt does not exceed the threshold, the operation is
retried (SchkAtmp × SchkReq).

6) Success (Ssuccess) and fail (Sfail) states are the end states.
Both states send the results, and the results are saved in
the shared data.

The finite-state machines in the slave layer describe each
device in an IoT environment. In this study, it is assumed
that IoT devices have finite-state machines to describe them-
selves, and the finite-state machines are sent to the master
in the first pairing. In addition, finite-state machines are
used in the master layer for system modeling and runtime
verification.

2) Finite-State Machine Design for the Master Layer: The
master layer is related to an IoT system that provides the func-
tionalities of IoT [2]; thus, a finite-state machine is required
to design overall IoT systems, check system status, and ver-
ify the system at runtime. To accomplish this, a finite-state
machine is designed with the collected slave devices and
requirements. The finite-state machine is named ML-FSM and
can be expressed as a tuple (S, →, Sinitial, AP, L), where

1) S is a set of states;

2) Sinitial is an initial state;
3) the states are classified into ten types: {Sinitial, Sread,

SrSuccess, SrFail, Ssat, SunSat, Sstrategy, Sact, SaSuccess, SaFail}
⊆ S;

4) SrSuccess, SrFail, Ssat, SunSat, SaSuccess, and SaFail are end
states;

5) →⊆ S × S is the transition relation, and it is classified
into nine types: {Sinitial × Sread, Sread × {SrSuccess, SrFail},
SrSuccess × {Ssat, SunSat}, SunSat × Sstrategy, Sstrategy ×
Sact, Sact × {SaSuccess, SaFail}};

6) AP is a set of atomic propositions;
7) L : S → 2AP is a labeling function (2AP denotes the

power set of AP).
The ML-FSM comprises seven states and seven transi-

tions, and the details regarding the states and transitions are
described in Fig. 5 and are given as follows:

1) The initial state (Sinitial) is the initial state and receives
the input value. The initial state reaches each read sensor
(Sinitial × Sread).

2) The read sensor state (Sread) is a set of states related
to the slave layer (i.e., sensors); thus, it is respon-
sible for reading and checking data from sensors.
Therefore, each sensor state can be replaced with a
related SN-FSM to describe the detailed sensor activ-
ities. The data from sensors are used to check the
requirements, and the status is reached to check the
requirement states (i.e., the next transition is decided
from the results of the SN-FSM). However, if a sen-
sor successfully returns information, it reaches the read
success state (SrSuccess). Conversely, if a sensor returns
fail, the status is transferred to the read fail states
(SrFail).

3) The read success state (SrSuccess) and read fail state
(SrFail) are end states, and these states can verify which
sensor is successfully returned information and not. In
addition, reaching both states is exclusive because the
sensor cannot be successful and fail. The read success
state is a set of states that denotes the sensors that
return information successfully. The next transition is
decided by the results from sensors; thus, if the require-
ment is satisfied, the status reaches a satisfied state
(SrSuccess × Ssat). In addition, a sensor may exist to
collect information that is not related to requirements;
thus, the status can be ended at the read success state
in this case. In addition, if the requirement is not satis-
fied, it reaches an unsatisfied state (SrSuccess × SunSat).
However, the transition from the read success state to
the checking requirements state is one-to-many because
some sensors may detect multiple factors related to var-
ious requirements. However, the read fail state (SrFail) is
a set of states that fails to sense the environment; thus,
the transition ends.

4) Satisfied state (Ssat) and unsatisfied state (SunSat) are end
states, and these states can verify which requirements are
satisfied and which are unsatisfied. If the status reaches
unsatisfied states, the status has to be translated to extract
strategies for adaptation (SunSat × Sstrategy). However, if
the status reaches satisfied requirement states, adaptation
is not required.
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Fig. 5. Finite-state machine to design an overall IoT system.

5) The reaching strategy state (Sstrategy) denotes that there
are unsatisfied requirements; this system has to generate
adaptation strategies and find the most optimal solution
to accomplish the unsatisfied requirements. The game
theory-based strategy extraction method [11] was used
to find the strategies and the most optimal solution.
However, the most optimal solution contains orders to
execute actuators; thus, the status translates into several
activate states (Sact) to execute actuators.

6) The activation state (Ssat) is related to the slave layer
(i.e., actuators); thus, it can be replaced with the related
ACT-FSM. Each activation state operates the related
actuators based on the most optimal solution, and the
operation results affect the decision related to the next
transition. The status is translated to the success state
(Ssat × SaSuccess) if the operation of the actuator is suc-
cessfully operated, but it reaches a failed state (Ssat ×
SaFail) if the operation fails.

7) Success and fail states (SaSuccess, SaFail) are end
states, and these states are related to the verification
results of the adaptive strategy execution. If the oper-
ation is successfully completed, the success state is
reached; if the failure states are reached, the operation
fails.

As described previously, the ML-FSM design describes an
overall IoT system, and the ML-FSM is designed based on
the collected slave devices (i.e., SN-FSM and ACT-FSM).
Therefore, if the new slave device is added to the system,
the ML-FSM must be updated, but only a few transitions are
required. However, the ML-FMS is constructed for an IoT
system, and then the designed finite-state machine is abstracted
for runtime verification. The details of the abstracted model
are described in Section III-B3.

3) Finite-State Machine Design for Verification at Runtime:
In this section, a finite-state machine is described that is used
to verify the IoT system at runtime. The finite-state machine
is an abstracted finite-state machine extracted from the ML-
FSM, and the cache-based abstraction method [24] is applied
to the abstraction (see Section II-C2). The abstracted master

layer finite-state machine, called AML-FSM, is expressed as
a tuple (S, →, Sinitial, AP, L), where

1) S is a set of states;
2) Sinitial is an initial state;
3) the states are classified into seven types: {Sinitial,

SrSuccess, SrFail, Ssat, SunSat, SaSuccess, SaFail} ⊆ S;
4) SrSuccess, SrFail, Ssat, SunSat, SaSuccess, and SaFail are end

states;
5) →⊆ S × S is the transition relation, and it is classi-

fied into six types {Sinitial × {SrSuccess, SrFail, Ssat, SunSat,
SaSuccess, SaFail};

6) AP is a set of atomic propositions;
7) L : S → 2AP is a labeling function (2AP denotes the

power set of AP).
Fig. 6 shows AML-FSM. As described in the AML-FSM

tuple, its states are end states of ML-FSM except for the ini-
tial state; thus, the definitions of the end states are the same
as those for ML-FSM (i.e., the details of the states of AML-
FSM are skipped because they are the same as those of the
states of ML-FSM). The purpose of the abstraction process
(i.e., the abstracting process in Fig. 2) is to find reachable
paths from the initial state to the end states of the ML-FSM.
Therefore, each transition in AML-FSM connects the initial
states and each end state, and the transitions are composed of
simple logical equations or mathematical equations. Therefore,
the status of AML-FSM can be determined by only calculat-
ing the equations, which significantly reduces the verification
time. However, the AML-FSM is used to verify the IoT system
at runtime, and the details of the runtime verification are
described in Section III-C.

C. Verification With Model Checking at Runtime

In this section, the runtime verification process is described
in detail (i.e., the managing processes in the master layer).
The verification process consists of a MAPE-K loop, which
is generally applied in the self-adaptive software [50]. The
details of each step are as follows.
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Fig. 6. Finite-state machine for verification at runtime.

1) Monitoring Process: The monitoring process is the first
step in the verification process. The monitoring process is
responsible for checking and updating data from the slave
layer (i.e., sensors and actuators) and the master layer (i.e.,
the IoT system). The collected data are saved in the shared
database (i.e., shared knowledge in MAPE-K). In addition, if
a new slave device is detected, the system model has to be
updated; thus, the monitoring process performs the modeling
phase (i.e., the new device is added to the previous ML-FSM,
and the ML-FSM is abstracted). After the monitoring process,
the analysis process is performed.

2) Analysis Process: The analysis process uses an
abstracted finite-state machine form (AML-FSM) to verify
the system’s status. As described previously, the reason for
using AML-FSM for verification at runtime is that AML-FSM
transitions are simplified equations; thus, the reachable paths
can be calculated quickly at runtime. However, performance
experiments to demonstrate the effectiveness of the proposed
approach are described in Section IV.

As described in Section III-B3, AML-FSM defines reacha-
bility from the initial state to the states related to requirements
(i.e., satisfied and unsatisfied) and adaptation (i.e., success and
fail). Therefore, the results of requirement-related states can
verify which requirements are satisfied or unsatisfied. If the
status reaches a satisfied state, a requirement related to the
state is satisfied. In addition, if the status reaches an unsatis-
factory state, a requirement related to the state is unsatisfied. A
requirement cannot be both conditions; thus, the reachability
to the satisfied and unsatisfied states is exclusive for the same
requirement. Similarly, the reachability of adaptation-related
states verifies that the execution of adaptation strategies is
successfully performed. The reaching success state (Ssuccess)
denotes that an adaptation strategy is successfully performed,

but if it reaches the fail state (Sfail), an adaptation strategy
failed to execute. In addition, both end states are exclusive.
However, reaching the success state guarantees that an adap-
tation is successfully performed, but it is not guaranteed that
an adaptation strategy changes the unsatisfied requirements to
satisfy the conditions. Therefore, the master layer (i.e., the host
of the IoT system) must continually verify the requirement
conditions.

With verification results from AML-FSM, the system can
analyze 1) which requirements are required to adapt and 2)
which adaptation strategies are successfully operated. The ana-
lyzed results are updated in the shared database. After the
analysis process, the planning process was executed.

3) Planning Process: The proposed approach applies a
game theory-based strategy extraction method [11], [12]. The
method uses the Nash equilibrium, which is a decision-making
theorem within the game theory, and the strategy extraction
method showed a reasonable amount of time with complex IoT
environments. The details of the strategy extraction method are
beyond the scope of this article; thus, the method is briefly
described with definitions of game theory. In the game theory,
players can select several strategies that can affect other play-
ers’ choices. Therefore, a payoff matrix is required to check
the influences between players’ strategies, and the optimal
strategy is extracted based on the payoff matrix. The goal of
the optimal strategy is to achieve as many players’ satisfaction
as possible. In addition, some rules are required to determine
the optimal solution using the payoff matrix.

In the proposed approach, the analysis process extracts can-
didate strategies using a game-theory-based method and data
from the shared database. A situation that requires adaptation
is defined as a game. Satisfied requirements are not required
to be adapted; thus, unsatisfied requirements are players of
a game. In addition, possible actions that may be a solution
to unsatisfied requirements are the strategies of the unsatis-
fied requirements (i.e., possible executions of actuators related
to the unsatisfied requirements are set as strategies of the
player). Then, the analysis process generates a payoff matrix
and extracts candidate strategies using data from the shared
database.

For example, there are two requirements for sensors: 1) light
intensity and 2) humidity. Both requirements are not satisfied:
the requirements are lower than the satisfaction criteria, and
the outdoors have brighter light intensity and higher humidity
than indoors. The actuators are a lamp and windows. The lamp
can affect the light requirement by adjusting the brightness,
and the windows operation can affect both requirements. The
game is to determine the most appropriate strategy for both
requirements, and players are the requirements. In addition, the
possible action of the actuators can be solutions, and the results
are denoted using the payoff. The results of the game (i.e., the
operation of the actuators) are “may be satisfied by operating
actuators” and “not affected by operating actuators,” and pay-
offs are 1 and 0, respectively. In this situation, the payoff table
is generated, as shown in Table II, and the results denote the
payoffs of the requirements. The former is the payoff of the
light requirement, and the latter is the payoff of the humidity
requirement. In the table, there are two candidate strategies
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TABLE II
EXAMPLE OF PAYOFF MATRIX

that can perform adaptation: 1) opening windows and turning
on the lamp and 2) only opening the windows. In addition,
both candidate strategies have the possibility to satisfy the
requirement; thus, they are in Nash equilibrium. Therefore,
to determine the optimal solution, an evaluation method is
required to evaluate the candidate strategies (Table II).

An equation to determine the most optimal solution is
applied [11]. The equation consists of three major conditions
to evaluate the strategies.

1) The number of satisfied requirements (SR) is the num-
ber of requirements that can be satisfied by executing a
strategy. A strategy that satisfies multiple requirements
is preferable.

2) The number of related requirements (RR) is the number
of requirements that can be affected by strategy execu-
tion. A strategy that affects fewer related requirements
is preferable. For example, if windows are opened to
adapt to brightness, other requirements (i.e., humidity,
temperature, and dust density) may be affected.

3) The number of actuators (AD) is the number of devices
that operate under an adaptive strategy. Smaller values
are preferable for AD. For example, if there are several
strategies, and they may adapt the same requirements,
then the strategy resulting in the operation of fewer ADs
is preferable.

The equation used to evaluate adaptive strategies using SR,
RR, and AD is described as follows:

α

{
log

(
SR + 1

RR + 1
+ 1

)}
+ β

{
log

(
1

AD + 1
+ 1

)}
. (1)

The first term (i.e., {log([(SR + 1)/(RR + 1)] + 1)})
is related to requirements; thus, requirement-related fac-
tors (i.e., SR and RR) are used. The second factor (i.e.,
{log([1/(AD + 1)]+1)) is related to the operation of actuators;
thus, an actuator-related factor (i.e., AD) is applied. Both terms
use a logarithm for normalization, and 1 is added to prevent an
infinite result. The coefficients (α and β) give weights of two
terms, and their summation is 1. In the example scenario, there
are two candidate strategies, and each SS is calculated as 0.41
(i.e., SS of opening windows and turning on the lamp) and
0.5 (i.e., SS of only opening the windows). Note that α and
β are set to 0.5. Finally, the optimal solution of the example
is extracted as “only opening windows.” Both strategies may
satisfy the requirements, but the optimal solution operates by
running fewer actuators.

With candidate strategies extracted using the game theory-
based method, the planning process selects the most optimal
solution (i.e., the highest score strategy from the candidate
strategy). In addition, the data generated from the planning
process are saved in a shared database, and the optimal
solution is transferred to the execution process.

4) Executing Process: The executing process is responsible
for operating the actuators for adaptation. The operation is
performed based on the results of the planning process; thus, if
there is a strategy to adapt, actuators are executed as described
in the adaptive strategy. However, if there is no adaptation
strategy (i.e., all requirements are satisfied, or an adaptation
strategy is not extracted), the execution process maintains the
current status. The execution process is the end of the MAPE
Loop; thus, the loop continues after the execution process.

IV. EMPIRICAL EVALUATION

The proposed method was implemented as a prototype to
evaluate the model abstraction and verification performance.
The prototype was implemented using Java 15.0.4, and the
test device was compromised with Intel Core i7-10700K
(3.80 GHz and 8 cores), 32-GB memory, and Windows 10.
Experimental data were randomly generated, and the details
are described in Section IV-A. The results of the experiments
for model abstraction and runtime verification are described
in Sections IV-B and IV-C, respectively.

A. Experimental Data Set

To perform the experiment, experimental data were designed
to generate different IoT environments with a number of actu-
ators, requirements, and complexity. The experimental IoT
environment is compromised by four complexity factors, and
the details of the factors are described as follows.

1) The number of actuators (NA) is related to the complex-
ity of the actuator size. An IoT environment with larger
actuators is more complex than that with small actuators
if the other options are the same.

2) The number of requirements (NR) is related to com-
plexity with the requirement size. Similar to NA, it is
assumed that more requirements make a more complex
IoT environment if the other conditions are constant.

3) The additional affected requirement (AR) denotes the
requirements that are affected by the operation of single
actuators; for example, if an actuator is related to three
requirements (i.e., AR is 3), then the operation of the
actuator may affect the three related requirements. In
addition, increasing the AR can create more complex
IoT environments. However, as a default, an actuator
can affect only one requirement.

4) The proportion of actuators (PA) denotes the percentage
of actuators that have AR; thus, if PA is increased, then
the IoT environment is more complex.

Fig. 7 denotes an abstracted model to describe the relation-
ship between the complexity factors. In the figure, there are
n actuators and k requirements; therefore, NA and NR are n
and k, respectively. In addition, m actuators are included in
PA (i.e., PA is equal to m/n), and actuators included in PA are
associated with AR requirements. As a default, the remaining
actuators (i.e., n-m actuators) are connected to requirements
with one-to-one relationships. Based on the complexity fac-
tors, we generated three experimental environments, and each
data set was related to single complexity factors. The details
are described as follows.
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Fig. 7. Relationship between experimental factors for IoT complexity.

1) Experimental environment #1 (EE#1) is related to
increasing NA (i.e., 20–50); thus, other factors are fixed
(i.e., NR, AR, and PA are set as 10, 2, and 10%).

2) Experimental environment #2 (EE#2) is related to
increasing NR (i.e., 2–50); thus, other factors are fixed
(i.e., NA, AR, and PA are set as 50, 2, and 10%).

3) Experimental environment #3 (EE#3) is related to
increasing PA (i.e., 0%–30%); thus, other factors are
fixed (i.e., NA, NR, and AR are set as 50, 10, and 2).

Furthermore, we generated 100 environments with the same
factor values, but the connections between the requirements
and actuators were generated well randomly. Therefore, each
experimental IoT environment is different from the others (i.e.,
there are 100 different IoT environments with the same com-
plexity factor values). In addition, all requirements have at
least one connected actuator; thus, there is no requirement
that is not affected by the actuators. After the experimental
data setting, we performed model abstraction and verification
experiments, and the details and results are described in the
following section.

B. Experiment for Abstraction Performance

The experiments were performed to evaluate the model
abstraction and runtime performance. To evaluate the abstrac-
tion performance, the generated IoT environments were trans-
ferred to the model for the proposed approach and RINGA-
IoT [12], and then the abstraction processes were executed.
Figs. 8–10 show the results of the comparison between the
proposed approach and RINGA-IoT. Fig. 8 shows the results
obtained for the first experimental environment with increasing
number of actuators. Naturally, more actuators require more
time for model abstraction (i.e., RINGA-IoT has time from
2.8 to 111.4 ms, and the proposed method has time from 0.09
to 0.16 ms), but the cache-based method [24] is applied in the
proposed approach, which significantly reduces the abstraction
time. In addition, the proposed approach requires a reasonable
time for model abstraction.

The model abstraction results with EE#2 are shown in
Fig. 9. In contrast to the previous results, the model abstraction
from RINGA-IoT shows a tendency to decrease after rising.
This is because the model from RINGA-IoT is highly complex
when requirements and actuators are connected in a com-
plex manner. In addition, in the experimental environment,

Fig. 8. Results of model abstraction time with increasing actuators (NA).

Fig. 9. Results of model abstraction time with increasing requirements (NR).

Fig. 10. Results of model abstraction time with complexity (PA).

the number of actuators is fixed (i.e., 50); thus, the model
complexity decreases after increasing. The abstraction results
from the proposed approach are steadily increased from 0.23
to 0.29 ms because more cached data are required when the
requirements are increased. However, the results also showed
that the proposed approach has a more reasonable model
abstraction performance than the previous abstraction method.
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Fig. 10 shows the results with increasing PA factor. As
described, the complexity factor is related to the percent-
ages of actuators that are related to many requirements;
thus, the results show that both abstraction methods require
more abstraction time when more complexity is required. The
time required for RINGA-IoT was 0.28–329.9 ms, and the
required time for the proposed approach was 0.16–0.21 ms.
The results show that the proposed approach is more practi-
cable than RINGA-IoT for the model-abstraction process. In
short, the overall results show that the proposed approach sig-
nificantly reduces the model abstraction performance because
the cache-based mechanism is applied, which helps reduce the
abstraction time.

C. Experiment for Runtime Verification Performance

In this section, experiments related to runtime verification
are described. For the experiments, the abstracted models that
were generated in the previous experiment (i.e., Section IV-A)
were used because the proposed approach and RINGA-IoT
required abstraction models for verification at runtime. In addi-
tion, for comparison with other model-checking tools (i.e.,
cadenceSMV [25], NuSMV [26], [27], and nuXmv [28], [29]),
the experimental IoT environments were transferred to other
model-checking languages. The other tools use the same FSM
model with the proposed approach; thus, performances to find
reachability from initial states to three types of end states
[i.e., n satisfies requirements (SR), m dissatisfies requirement
(DR), and k adaptable strategy (AS)] are measured. The reach-
ability is described using the intuitive semantics of temporal
modalities [30] as follows:

δ =
n∧

i=1

∃�SRi +
m∧

i=1

∃�DRi +
k∧

i=1

∃�ASi.

Symbols “∃” and “�” denote “exists” and “eventu-
ally,” respectively. In addition, “

∧
” indicates conjunction.

Therefore, “
∧n

i=1 ∃�SRi” will be true if all requirements are
satisfied, and all requirements are verified to find an answer
“
∧n

i=1 ∃�SRi” Finally, δ is required to check all requirements
and adaptable strategies, similar to the proposed approach.

Figs. 11–13 show the results of runtime verification. Fig. 11
shows the results for the first IoT experimental environment
(i.e., EE#1) with increasing actuators. Complete tools grad-
ually require more computational time for a more complex
model (the proposed approach requires a time from 0.09 to
0.16 ms), but RINGA-IoT increases rapidly when the IoT envi-
ronments become complicated. However, the figure shows that
the proposed approach requires the least computation time to
verify the model.

The runtime experiment results with increasing require-
ments are shown in Fig. 12. Except RINGA-IoT, the other
tools, including the proposed approach, required more time
when the requirements were increased. RINGA-IoT showed a
tendency to decrease after rising. The reason is the same as
that for the model-abstraction process, that is, the RINGA-IoT
model generates complex models (i.e., RINGA-IoT requires
more time to verify the complex model) when the actuators
affect several requirements; thus, it has a high computing time

Fig. 11. Results of verification time with increasing actuators (NA).

Fig. 12. Results of verification time with increasing requirements (NR).

Fig. 13. Results of verification time with complexity (PA).

with the NRs between 10 and 20. However, the proposed
approach required more time for verification in fields (i.e.,
requirement number is larger than 38), but the proposed
approach is more effective than RINGA-IoT from the over-
all perspective, including the model-abstraction process. In
addition, as depicted in Fig. 12, the proposed approach
shows better performance than the other model-checking tools
overall.

The results related to PA complexity are depicted in Fig. 13.
Naturally, the proposed approach required more time when the
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Fig. 14. Overview of the example application.

complexity was high (i.e., the proposed approach required time
from 0.7 to 1.07 ms), but the other tools provided monotonic
results. This is because the proposed approach and RIGNA-
IoT consider all possible paths to find reachability, but the
other tools terminate to find a reachable path if they find a
single reachable path. Therefore, if the PA complexity does
not affect the model-checking time in NuSMV, nuXmv, and
CadenceSMV. Nevertheless, the proposed approach is superior
to the verification of other tools.

In summary, the proposed approach shows reasonable veri-
fication results at runtime, and the overall results are better
than those of other model-checking tools. In addition, the
cache-based mechanism significantly reduced not only the
abstraction process but also the runtime verification time. In
addition, the experimental data set was generated as different
IoT environments with the four complexity factors; thus, the
data set was generated from a simple IoT environment to com-
plex IoT environments. Furthermore, the proposed approach
shows a stable verification time; thus, the proposed approach
can be applied to complex IoT environments with a stable
verification performance.

V. PROOF OF CONCEPT: IOT-BASED SMART GREENHOUSE

In this section, a small-scale IoT-based smart greenhouse
application is introduced to help understand the proposed
approach, and the application demonstrates the efficacy of the
proposed framework. The application comprises four scenarios
to verify and adapt to various situations.

A. Overview of IoT-Based Smart Greenhouse

In the example application, requirements and IoT devices
are collected during the modeling phase. There are two types
of requirements for cultivation: 1) rapidly changing require-
ments (i.e., intensity of brightness) and 2) gradually changing
requirements (i.e., humidity). The former can rapidly change
when the operation of a related device immediately affects the
environment. For example, the intensity of brightness imme-
diately changes when the lamp is turned on or off. In contrast,
in the latter, the operation of a related device results in gradual
changes. For example, humidity can be controlled by operat-
ing a humidifier; however, it can only be changed gradually.

In addition, the example application involves several IoT actu-
ators (i.e., lamps, humidifiers, and windows and sensors (i.e.,
illumination and humidity sensors). The lamp and humidifier
are actuators, and their operations directly affect environmen-
tal changes. The former can adjust brightness, and the latter
can increase humidity. In addition, windows can adjust bright-
ness and humidity by opening and closing them, but their
effects depend on the outside environment. Therefore, the
window directly changes the environment. Sensors sense the
intensity of brightness and humidity and are located indoors
and outdoors to collect information from different areas. All
slave devices are equipped with wireless modules; thus, it
is possible to communicate with a host device (i.e., mas-
ter layer) that collects information on IoT devices located in
its network range. In addition, a smartphone (i.e., Samsung
Galaxy S8, 2.31-GHz CPU clock with 8 core and 8-GB
memory) is a host device in this application. Subsequently,
a user can set the requirements based on the collected IoT
devices (i.e., slave devices), and the host device constructs an
ML-FSM and an AML-FSM to adapt to the environment at
runtime.

After the modeling phase, the managing phase is exe-
cuted following the MAPE loop. The host device collects
data from slave devices, such as indoor and outdoor humid-
ity, available devices, and requirements. After monitoring, the
host analyzes monitored data using AML-FSM, and then the
planning process extracts adaptive candidate strategies using
the game theory-based method and selects the most optimal
solution using the strategy score [11]. The optimal solution
is executed in the execution process, and the loop contin-
ues. However, it is assumed that the slave devices provide
information regarding related requirements and influences to
requirements. Therefore, the host device can generate a system
model that is automatically constructed using the definition of
ML-FSM that is used for verification at runtime. Fig. 14 shows
an overview of the application of this example.

In an example application, both requirements should be
satisfied under various environmental changes. Thus, four
scenarios were developed to assess the adaptability of the
proposed example application.

1) Scenario #1: The humidity requirement is satisfied dur-
ing the experiment, and the application is adapted to
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Fig. 15. Components and deployment of sensor devices. (a) Outdoor sensor device. (b) Indoor sensor device.

Fig. 16. Components and deployment of actuators. (a) Lamp. (b) Humidifier. (c) Windows.

satisfy the light requirement under dynamic external
changes.

2) Scenario #2: The light requirement is satisfied during
the experiment, and the application is adapted to satisfy
the humidity requirement under stable external changes.

3) Scenario #3: Neither requirement is satisfied, but there
are strategies to satisfy both requirements.

4) Scenario #4: The light requirement is satisfied, but the
humidity requirement is not. A strategy is extracted, but
it causes environmental changes. Therefore, a strategy
should be extracted to adapt to light requirements.

Based on the example application and scenarios,
the application and IoT devices are implemented in
Sections V-B1 and V-B2. The results of these scenarios are
described in Section V-C.

B. Implementation

1) Arduino Implementation: The slave devices were imple-
mented using an Arduino. Table III lists the hardware compo-
nents required to implement the sensors and actuators. Fig. 15
shows the deployment of the sensor components. The Arduino
UNO board [61] is an open-source microcontroller board
based on the ATmega328P microcontroller. The Bluetooth
module HC-05 was connected to a wireless network. In addi-
tion, an illumination sensor and a humidity/temperature sensor
DHT 11 were used. The sensor devices were located indoors
and outdoors. Fig. 15 shows the components of the outdoor
sensor device. The indoor sensors [Fig. 15(b)] were similar to
the outdoor sensor device, except for an LCD panel that was
used to show the status of the requirements.

TABLE III
HARDWARE COMPONENT LIST

Fig. 16 shows the deployment of actuator components.
Similar to the sensor devices, the actuators were based on the
Arduino UNO board, and the HC-05 module was used. The
actuators were designed with an operating range of 0–255.
The minimum value of 0 implies that the device is turned off,
whereas the maximum value of 255 implies that the device
operates at full capacity. The actuators have different operat-
ing ranges, as described below. LED strips consisting of LED
lights were used to adjust the illumination, and the LED strips
were amplified using a transistor. Fig. 16(a) shows the compo-
nent deployment of the actuator for controlling lighting. The
operation range of the lamp was 5; thus, the lamp had 51
operation levels (i.e., 0, 5, 10, 15, . . . , 255). An ultrasonic
humidifier was used in the actuator for humidity control. The
ultrasonic humidifier was rated at 2 W, dc 5 V, and 350 mA.
Thus, the Arduino board was able to power the humidifier. A
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Fig. 17. Experimental environment with sensors and actuators.

Fig. 18. Screenshots of the implemented Android application. (a) Runtime.
(b) Setting requirement.

transistor was also used to amplify the humidifier. Fig. 16(b)
shows the component deployment of the actuator for humidity
control. The humidifier can be only on or off; thus, its opera-
tion range is 255 (i.e., the humidifier has an operation value of
only 0 or 255), and it has two levels of operation (i.e., 0 and
255). Two servo motors were used to control the window. They
lifted the window up and down. Fig. 16(c) shows the compo-
nent deployment of the window control device. The operation
range of the window was 45; thus, it had six operation levels
(i.e., 0, 45, 90, 135, 180, and 255).

A darkroom was constructed for the IoT environment
experiments using the sensors and the actuator deployments
(Fig. 17).

2) Android Implementation: An Android application was
implemented in the experiment. Fig. 18 shows the screenshots
of the implemented application, where buttons for various
operations are at the top of the screen. Users can manu-
ally add or delete IoT devices by touching. They can set the
threshold of a requirement by the “REQ SETTING” button
[Fig. 18(b)]. Requirements can be selected from the require-
ment list, and the standard threshold and its range are set

as integer numbers. Touching the “SELF-ADAPTIVE” but-
ton runs the self-adaptive loop. In addition, various types of
information appear under the button (i.e., number of con-
nected sensor, actuators, states, transitions, and requirements).
The textbox “System status” displays log data for the appli-
cation status, and “Sensor status” displays the log data for the
connected devices.

C. Implementation

A simulation with the Android application and Arduino
IoT devices was conducted based on the scenarios defined
in the previous sections. As mentioned earlier, the example
application collects IoT devices and constructs the ML-FSM
model in the early stage. Fig. 19 shows the ML-FSM modeling
results, and Fig. 20 shows the AML-FSM modeling results.
The ML-FSM consists of 57 states and 70 transitions, and
the states and transitions assign identity numbers (i.e., s0–s56
for states, and e0–e69 for transitions). Note that the identifica-
tion numbers are not described in Fig. 19 to avoid complexity.
In addition, the details of the slave device-related states (i.e.,
sensors and actuators) and transitions are abstracted as single
states. The slave device-related states were designed based
on definitions described in Section III-B1. After the design
of the ML-FSM, ML-FSM is abstracted using a cache-based
method [24]. Abstraction is performed to extract paths from
the initial state to the end states (i.e., SsSuccess, SsFail, Ssat,
SunSat, Ssuccess, and Sfail). In the abstraction process, the
cache-based equations are saved in the shared database, and
the data are used for verification at runtime.

Figs. 21–24 show the results for each scenario. The results
consist of three graphs: 1) sensed light values; 2) sensed
humidity values; and 3) actuator status. The first graph shows
the sensed light intensity collected by the indoor and out-
door sensors. The second graph shows the sensed humidity
collected by indoor and outdoor sensors. The green area in
the first and the second graphs indicate a satisfiable range of
requirements; thus, if the sensed value lies within the green
area, the requirement is satisfied, whereas if the sensed value
is outside the green area, the requirement is dissatisfied. Thus,
adaptive strategies are extracted when the sensed value is
outside the green area. The red areas indicate that the user
requirement is not satisfied, and thus, the system should adapt
to environmental changes. In each red area, a box contain-
ing related adaptation strategies and requirement status exists.
Table IV lists the extracted strategies and the requirement sta-
tuses for the example application. The last graph shows the
changes in the operation of the actuators using an adaptive
strategy. As mentioned in the previous section, actuators have
operation values between 0 and 255; however, the operational
ranges and levels are different.

Fig. 21 shows the results for Scenario #1. Under this sce-
nario, adaptation is required only for the light requirement (i.e.,
humidity is stable) owing to sudden changes in the external
brightness. As seen in Fig. 21, the application adapts between
0 and 4.5 s, and there are two strategies at that time (strat-
egy #1 in Table IV). The application selects a strategy that
increases the lamp brightness and then remains stable until
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Fig. 19. ML-FSM for example application.

Fig. 20. Abstracted ML-FSM for example application.

24 s. The illumination of the environment suddenly increases
from 103 to 194 lx at 24 s. Initially, the application selects
strategy #4 and decreases lamp brightness. However, the appli-
cation does not adapt to environmental changes, and the lamp
brightness remains high until 30 s. Therefore, the applica-
tion selects a candidate strategy #4 (i.e., strategy #10) and
closes the window. The strategy is effective in reducing indoor
lighting; however, the reduction becomes excessive at 34.5 s.
Therefore, the application extracts strategy #2 and increases
lamp brightness until 40.5 s. The light requirement is main-
tained at 42 s. The illumination of the environment suddenly
decreases from 192 to 95 lx at 73.5 s; however, the applica-
tion requires no adaptation because the light requirement has
already been satisfied.

Fig. 22 shows the results for Scenario #2. Under this sce-
nario, adaptation is required only for the humidity requirement
(i.e., light is stable). Initially, the humidity requirement should
increase; thus, the application turns on the humidifier at 0 s
(i.e., strategy #7). However, humidity is a gradually changing
requirement, and adaptation proceeds gradually as the adaptive

strategy is executed. Thus, the application status is “WAIT”
from 1.5 to 229 s, t = 336 and 351 s. The humidity gradu-
ally increases and stabilizes after 352.5 s. Humidity is above
the requirement threshold at 610 s; hence, the application exe-
cutes adaptive strategy #8 (i.e., turns off the humidifier) and #9
(i.e., opens the window). As a result of the adaptive strategies,
humidity decreases and stabilizes from 628 to 744 s. Humidity
decreases at 745 s; accordingly, the application extracts strate-
gies (i.e., strategies #6 and #10) and executes them to satisfy
the requirement. Under strategy #6, the humidifier is turned on
to increase the indoor humidity. Under strategy #10, the win-
dow is closed to maintain indoor humidity. After adaptations,
the humidity is stabilized again after 831 s.

Fig. 23 shows the results for Scenario #3. Under this sce-
nario, adaptation is simultaneously required for both require-
ments, and there is a strategy for that. Initially, the light
requirement should be increased, and the humidity require-
ment should decrease. The application selects strategy #11 for
adaptation. Then, the humidifier is turned off, and the lamp
power is increased. After the execution of strategy #11, the
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TABLE IV
EXTRACTED STRATEGIES

application extracts new strategies to satisfy the requirements,
and strategy #2 is selected for adaptation. Under strategy #2,
the lamp power is increased, and the window is opened.
Opening the window increases the brightness and decreases
humidity because the outdoor light is brighter than the indoor
light, and the outdoor humidity is lower than the indoor humid-
ity. In addition, strategy #2 increases the lamp power, thus
increasing the indoor brightness. This shows that the extracted
strategy can adapt to a specific situation. The light requirement
was satisfied at 9 s, and the humidity requirement stabilized at
90 s. The illumination of the environment suddenly decreased
from 188 to 134 lx at 169.5 s. The application extracts a strat-
egy to adapt to environmental changes and increases the lamp
power (i.e., strategy #1). In addition, the application executes
strategy #1 at 310.5 and 324 s. The humidity decreases at
249 s; hence, the humidifier is turned on (i.e., strategy #6).
The application closes the window at 256.5, 258.5, 274.5, and
295.5 s to maintain the indoor humidity level. The humidity
requirement stabilizes after 297 s. This experiment shows that
the application can adapt not only for a single requirement but
also for multiple requirements.

Fig. 24 shows the results for Scenario #4. The light require-
ment is satisfied, but the humidity requirement is not satisfied
at 0 s. The application extracts strategies and turns off the
humidifier (i.e., strategy #8). The humidity requirement should
still be decreased; thus, strategy #9 is extracted and exe-
cuted (i.e., the window opens to decrease humidity). However,

Fig. 21. Results of scenario #1.

strategy #9 causes environmental changes with respect to the
light requirement because outdoor light affects the intensity
of the indoor brightness. Hence, the application extracts a
strategy for the light requirement, and strategy #5 is executed
from 13.5 to 54 s and 99 s. The illumination of the envi-
ronment suddenly decreases from 177 to 109 lx at 207 s. To
adapt to the environmental change, the application extracts
strategy #1, and the lamp power is increased from 207 to
250 s. Strategy #1 has a candidate strategy (i.e., the win-
dow is closed), but it affects humidity. Thus, the candidate
strategy was not selected at that time. At 370.5 s, the light
requirement should be increased; hence, the application exe-
cutes strategy #3 (i.e., the lamp power is increased, and there
is no candidate strategy). Humidity decreases at 306 s; hence,
the humidifier is turned on (i.e., strategy #6). The application
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Fig. 22. Results of scenario #2.

closes the window at 313.5, 324, 328.5, 333, and 334.5 s to
maintain indoor humidity levels. The humidity requirement
stabilizes after 388.5 s. This experiment showed that an adap-
tive strategy could result in another adaptation. However, the
experimental results demonstrate that the application can adapt
to various environmental changes.

The experimental application shows an example of how the
proposed framework worked. In addition, the results of the
scenarios show that the proposed framework performs reason-
ably well with regard to adaptation to various environmental
changes. Overall, the results of the scenarios demonstrate the

Fig. 23. Results of scenario #3.

effectiveness of the proposed self-adaptive framework for IoT
at runtime.

VI. DISCUSSION

In this study, we propose a self-adaptive software frame-
work with a hierarchical finite-state machine for IoT systems.
The proposed framework yielded excellent results. However,
several problems must be solved before moving forward.
In this section, we present topics on the limitations of the
proposed framework and possible future work to overcome
these limitations.

Predefined information is required to apply the proposed
framework. For example, the framework can design a
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Fig. 24. Results of Scenario #4.

finite-state machine with information on IoT device capability,
and the relationships among sensors, actuators, and require-
ments are defined. Therefore, various types of information
must be defined and built-in IoT entities (e.g., sensors, actu-
ators, users, and requirements). In addition, it may cause
interoperability problems when applying the framework in
the IoT system. However, several international organizations
(e.g., ISO/IEC, IEEE Standards, ITU-T, oneM2M, IETF, and
OCF) have developed IoT-related standards, and various topics
related to interoperability exist (e.g., interworking, architec-
ture, syntactic, semantic, and framework) [1]. Therefore, to
overcome these limitations, international standards can be
applied to the proposed framework to solve the interoperability
and description of IoT entities.

It is the ultimate challenge that the self-adaptive system
is minimizing human involvement [50], and this topic has
been studied until recently [62]. The proposed framework
also requires human involvement. In the proposed framework,
the user checks the system status and provides additional
information in the proposed framework. In addition, the
proposed approach designs a finite-state machine (i.e., ML-
FSM) with predefined information. However, predicting all
interactions among various IoT entities is challenging, and
the prediction may differ, as expected. To minimize human
involvement and enhance system design, methods to extract
meaningful information, such as user requirements and rela-
tionships among IoT devices, are required. Therefore, it is
necessary to automatically generate the relationships among
IoT entities. To overcome this limitation, we planned to apply a
data-driven self-adaptive system with machine-learning-based
approaches.

In this study, we focused on IoT environments in which
IoT devices and requirements are closely related; thus, the
operations of the actuators can affect sensed values and
requirement satisfaction. Therefore, the framework was opti-
mized for a specific IoT architecture style. The proposed
framework is based on the master/slave architecture; thus,
the master layer (i.e., host device) can recognize relationships
among IoT devices and requirements and extract adaptation
strategies using the relationship. In addition, a master/slave
architecture is required for centralized management. However,
there are various IoT environments, and these environments
are considered to support self-adaptation. To overcome this
limitation, the proposed approach can be extended with differ-
ent IoT architecture styles [60] (e.g., centralized, information
sharing, top-coordinated, regional planning, master/slave, and
hierarchical), and this extension will be investigated in the
future.

Moreover, a greenhouse application was introduced (see
Section V) to show the working of the proposed framework.
The purpose of the application was to enhance the understand-
ability of the proposed framework (e.g., how modeling works,
how the model is generated, and how the adaptation is per-
formed). Therefore, the application was considered a simple
scenario because a complex scenario could interrupt the under-
standing of the proposed framework. However, in Section IV,
we performed an empirical evaluation, and the results showed
that the proposed approach can perform stable verification
within a reasonable time. In addition, the performance of
the game-theory-based strategy extraction shows a reason-
able amount of time with complex IoT environments in prior
research [11]. Therefore, the proposed approach can be applied
to complex IoT environments with complex relationships
between devices and requirements.

Cache-based model checking is a verification method in
the proposed framework, and this method provides reasonable
verification performance at runtime. For runtime verification,
the method mainly focused on the reachability of the finite-
state machine because the IoT model (i.e., AML-FSM) was
designed to verify the models with the reachability of specific
states. However, the other model checkers (i.e., CadenceSMV,
NuSMV, and nuXmv) are designed to consider not only
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reachability but also other specifications with temporal log-
ics (i.e., CTL and LTL) that might affect the verification
performance time. The temporal logic provides richer expres-
sions of requirements; thus, the logic helps in the analysis of
IoT systems from various perspectives. Additionally, a more
detailed requirement description is helpful for rich expres-
sions of the requirements using temporal logic. To solve the
limitations related to the expressions of the IoT model and
requirements, we have plans to improve the design of the
finite-state machine by reflecting various IoT characteristics,
and the cache-based model-checking method will be enhanced
to a model checker with temporal logic.

VII. CONCLUSION

In this study, a self-adaptive software framework was
proposed using a hierarchical finite-state machine. The
proposed finite-state machine models are used to design and
verify IoT systems for IoT environments in which devices
and requirements are closely related. The proposed approach
consisted of two layers: 1) slave and 2) master. Both layers
were designed using a finite-state machine (i.e., ML-FSM, SN-
FSM, and ACT-FSM). The slave layer comprised two types
of IoT devices: 1) sensors and 2) actuators; thus, the slave
layer was responsible for sensing environmental factors and
operations. The master layer was responsible for designing
the model using the collected slave devices and managing the
designed IoT system at runtime. In particular, the master layer
included the MAPE loop for runtime verification and adapta-
tion. In the MAPE loop, the IoT system and environments
were monitored, and the IoT system was verified using the
designed modeling results (i.e., AML-FSM) and cache-based
model-checking method. If the verification results indicated
that there was an unsatisfied requirement, game-theory-based
strategy extraction was performed, and the optimal solution
was executed by operating the actuators.

Empirical experiments were performed, and the results high-
lighted the superiority of the proposed approach compared to
other tools (NuSMV, Cadence SMV, nuXmv, and RINGA).
In addition, the results showed that the proposed approach
can be applied to a complex IoT environment with a com-
plicated relationship between IoT devices and requirements.
In addition, the IoT-based smart greenhouse application was
implemented to demonstrate the efficacy of the framework in a
physical environment. The application results demonstrate the
effectiveness of the proposed framework. Additionally, a dis-
cussion is presented which includes the limitations and future
work. In the future, the proposed framework will be enhanced
to address the discussed limitations.
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